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- If $H_{0}$ is true, and
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S_{p}^{2}=\frac{(n-1) S_{X}^{2}+(m-1) S_{Y}^{2}}{n+m-2}
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- For an observed value $t$ of $T$, the $p$-value of the test is $P\left(T \geq t \mid H_{0}\right)$, with appropriate variations for other alternative hypotheses.
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- We wish to test
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\begin{aligned}
& H_{0}: \mu_{X}=\mu_{Y} \\
& H_{A}: \mu_{X} \neq \mu_{Y}
\end{aligned}
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- We compute $\bar{x}=0.2319, s_{X}^{2}=0.0002121, \bar{y}=0.2097$, $s_{Y}^{2}=0.00009334$, and
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s_{p}^{2}=\frac{7 s_{X}^{2}+9 s_{Y}^{2}}{16}=0.0001453
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- Hence the observed value of $T$ is
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t=\frac{0.2319-0.2097}{0.01205 \sqrt{\frac{1}{8}+\frac{1}{10}}}=3.884
$$

- The $p$-value for the test is $2(0.000658722)=0.00131744$.
- Thus we have strong evidence for rejecting $H_{0}$.
- The $R$ command > t.test( $\mathrm{x}, \mathrm{y}, \mathrm{var}$.equal=TRUE) will perform the above analysis if the data are in the vectors $\mathbf{x}$ and $\mathbf{y}$.


## Definition (The F-distribution)

If $U$ and $V$ are independent random variables with distributions $\chi^{2}(m)$ and $\chi^{2}(n)$, respectively, then we call the distribution of

$$
F=\frac{\frac{U}{m}}{\frac{V}{n}}
$$

an $F$-distribution with $m$ and $n$ degrees of freedom, which we denote $F(m, n)$.
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## Notes on the F-distribution

- If $X$ is $F(m, n)$, then $\frac{1}{X}$ is $F(n, m)$.
- We let $F_{\alpha, m, n}$ denote the $\alpha$-quantile of $F(m, n)$.
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F_{0.05,7,4}=\frac{1}{4.12}=0.243
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- Using the $R$ commands $>\mathrm{qf}(0.95,4,7)$ and $>\mathrm{qf}(0.05,7,4)$, respectively, we find $F_{0.95,4,7}=4.120312$ and $F_{.05,7,4}=0.2427001$.
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## Graph of the density of $F(4,7)$
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- Using $F(7,9)$, this gives a $p$-value of $2(0.1250608)=0.2501216$, giving us no evidence for rejecting $H_{0}$.
- Note: If the data are in the vectors $\mathbf{x}$ and $\mathbf{y}$, the $R$ command $>$ var.test ( $\mathrm{x}, \mathrm{y}$ ) will perform the above analysis.

