Lecture 16: Derivatives

16.1 Best linear approximations and the derivative

Definition A function f : R — R is said to be linear if for every z,y € R,

Hz+y)=flz)+ fly)

and for every o € R and = € R,

flaz) = af(x).

Exercise 16.1.1
Show that if f : R — R is linear, then there exists m € R such that f(x) = ma for all
z € R.

Definition Suppose D € R, f : D — R, and « is an interior point of D. We say f is
differentiable at a if there exists a linear function df, : R — R such that

Lo F2) = fla) = dfale = a)

r—a T — a

= 0.

The function df, is called the best linear approzimation to f at a, or the differential of f
at a.

Proposition Suppose D C R, f: D — R, and «a is an interior point of D. Then f is
differentiable at a if and only if

i F0) = fla)

T—ya T — a
exists, in which case df,(x) = ma where

i f@) = @)

r—a T —a

Proof Let m € R andlet L: R — R be the linear function L(x) = ma. Then

f@) = fl@) =L —a) _ f@) = fla) =mlz—a) _ fl) = fla) _

Hence

Lo F) = fla) = Lz — a)

r—a T —a

=0

if and only if
@)= fla)
z—a Tr —aqa
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Definition Suppose D C R, f: D — R, ais an interior point of D, and f is differentiable

at a. We call
o T~ S

z—a r —a

the derivative of f at a, which we denote f'(a).
Note that if f is differentiable at a, then

lim M — lim

r—a r—a h—0

fla+h) = fla)

. :
Definition Suppose D C R, f: D — R, and FE is the set of interior points of D at which
f is differentiable. The function f’ : E — R defined by

Fe) — pim L0 ()

h—0 h

is called the deriwvative of f.
Example Let n € ZT and define f : R — R by f(z) = 2™. Then

, B (x +h)" —a”
fle) = lim h
b P + nxn—lh + ZZ:Z <Z>xn—khk — "
h—0 h
1 n—1 - n n—kpk—1
= ’lllir%)(nx + Z <k>:1: h"TH)
k=2
n—1

= nx

Example Define f : R — R by f(z) = |z|. Then

f(0+h)—f(0)_|h|_ 1, if # >0,
A T h -1, ifz<O.
Hence
i JOHR) = FO)
h—0— h
and
iy TOHR) = FO)

h—0+ h

Thus f is not differentiable at 0.

Exercise 16.1.2
Show that if ¢ € R and f(x) = ¢ for all « € R, then f'(x) =0 for all « € R.
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Exercise 16.1.3
Define f : [0,+00) — [0,40o0) by f(z) = /z. Show that f': (0,400) — (0,400) is given
by

Exercise 16.1.4
Define f : R — R by

if # <0,

f(x):{xé iz >0.

Is f differentiable at 07
Exercise 16.1.5
Define f : R — R by

{ 2?2, ifz <0,

23, ifx>0.

Is f differentiable at 07

Proposition If f is differentiable at a, then f is continuous at a.
Proof 1If f is differentiable at a, then

i ()~ ) =ty (D220 ) = fa0) =

r—a r—a Tr—a
Hence lim,_,, f(x) = f(a), and so f is continuous at a.

16.2 The rules
Proposition Suppose f is differentiable at ¢ and o € R. Then af is differentiable at a
and (af)(a) = af'(a).

Exercise 16.2.1
Prove the previous proposition.

Proposition Suppose f and g are both differentiable at a. Then f + ¢ is differentiable
at a and (f +g)'(a) = f'(a) + g'(a).

Exercise 16.2.2
Prove the previous proposition.

The following proposition is called the product rule.

Proposition Suppose f and ¢ are both differentiable at a. Then fg¢ is differentiable at
a and (fg)'(a) = fa)g'(a) + g(a)f'(a).
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Proof We have

fla+h)gla+h)— fla)g(a)

(f9)'(a) = lim

h—0 h

— lim fla+h)gla+h) = fla)g(a +h) + fla)g(a + ) — fla)g(a)
h—0 A

= lim (g(a+ et ’”‘})L — @) | pgdlet h}z —g(a)>

= g(a)f'(a) + f(a)d'(a),

where we know limp_0 ¢g(a + h) = g(a) by the continuity of ¢ at a, which in turn follows
from the assumption that ¢ is differentiable at a.

Exercise 16.2.3

Given n € Z+ and f(x) = 2", use induction and the product rule to show that f'(x)
na" L,

The following proposition is called the quotient rule.

Proposition Suppose D C R, f: D — R, g : D — R, a is in the interior of D, and
g(x) #0 for all @ € D. If f and g are both differentiable at a, then 5 is differentiable at

a and
Y (o ala)f(a) ~ fla)g'(a)
<g> () = (9(a))? '

Proof We have

() -

= lim
h—0

fla+h)g(a) — fla)gla +h)
hg(a + Rh)g(a)

Q

= lim
h—0

lim

fla+h)gla) — fla)gla) + f(a)g(a) — f(a)g(a + R)

hg(a+ h)g(a)

g(a) f(a-l-h’)l—f(a) . f(a) g(a-l-h’)l—g(a)

h—0

gla +h)g(a)

where we know limp_0 ¢g(a + h) = g(a) by the continuity of ¢ at a, which in turn follows
from the assumption that ¢ is differentiable at a.

Exercise 16.2.4
Show that for any integer n # 0, if f(z) = 2", then f'(z) = na""".

The following proposition is called the chain rule.
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Proposition Suppose D C R, E CR,g: D —- R, f: E - R, g(D) CE, gis
differentiable at a, and f is differentiable at g(a). Then f o g is differentiable at a and

(fog)(a)= f'(g(a))g'(a).

Proof Choose § > 0 such that (a—4d,a+¢) C D and € > 0 such that (¢g(a)—e€,g(a)+¢€) C
E. Define ¢ : (=4,6) — R by

(ath)—gla)—g"(a)h -
R B
0, if h =0,

and ¢ : (—e,e) = R by

f(g(a)-l-h)—f(!;l(a))_f/(g(a))h7 if h 0,
0, if h=0.

ot ={

The assumption that ¢ is differentiable at a implies that ¢ is continuous at 0 and the
assumption that f is differentiable at g(a) implies that ¢ is continuous at 0. Moreover,
note that

gla+h) =he(h) +g'(a)h + g(a)
for h € (=4,4) and
flgla) + 1)) = hp(R) + f'(g(a))h + f(g(a))

for h € (—e¢,¢). Hence

flgla+ h)) = f(he(h) +g'(a)h + g(a))
for h € (=6,6). Now
lin (hp(h) + o ()h) = 0.

h—0

so we may choose v > 0 so that v < ¢ and
he(h) +g'(a)h < €
whenever h € (—v,~). Then

flgla+ h)) = (he(h) + g'(a)h)p(he(h) + g'(a)h) + f'(g(a))(he(h) + g'(a)h) + flg(a)),

+g'(a)h ) (ho(h) + g'(a)h) + f(g(a))(he(h) + g'(a)h)
’ + hg'(a)e(he(h) + g'(a)h)
g(a))g'(a)h.
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Hence

Hote x = 19D _ pg(a))g'a) + (hhie(h) + g'(h)

+9'(a)y(he(h) + g'(a)h) + f'(g(a))e(h).

Now
lim (h) = 0,
lim (he(h) + ¢'(a)h) =0,
and, since ¢ and ¢ are continuous at 0,
Lim ¢ (hep(h) + ¢'(a)h) = 0.
Thus
iy Flala+ 1)) = fg(a)) _ Flg(a))g' ().

h—0 h

Proposition Suppose D C R, f: D — R is one-to-one, « is in the interior of D, f~! is
continuous at f(a), and f is differentiable at a with f’(a) # 0. Then f~! is differentiable
at f(a) and

—1\/ a — 1
(Y () = s

Proof Choose § > 0 so that (f(a) =9, f(a) +0) C f(D). For h € (—4,0), let
F= (@) +h) — a.

Then
fTHfla) +h) =a+tk,
fla) +h = fla+k)
and
h=fla+k)— f(a)
Hence
[P(fla+k) - (fla) . atk—a 1
h = Flat b~ fa) L=
Now if h — 0, then k — 0 (since f~' is continuous at f(a)), and so
@A R ) 1
h0 h " k50 [@ER=f(0) ~ Fi(a)’

Example Forn € ZT, define f:[0,+00) — R by f(2) = {/x. Then f is the inverse of
g :[0,+00) — R defined by g(«) = «™. Thus, for any = € (0, +o0),
1 1 1 1_q

PO = G~ T =

Exercise 16.2.5
Show that for any rational n # 0, if f(z) = 2", then f'(z) = nz""!.



